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ABSTRACT
With the prevalence of convolutional neural networks (C-

NNs), assessing the aesthetics of an image has gained great

advances recently. Individual users often have different aes-

thetic preferences on images, which we believe are mainly

affected by their personality traits. However, most of the cur-

rent aesthetics models predict a generic aesthetic score based

on handcrafted and/or learned feature representations, which

are unified and thus cannot reflect the individual differences

during image aesthetic rating. In this paper, we propose an

end-to-end personality driven multi-task deep learning model

to address this problem. Firstly, both image aesthetics and

personality traits are learned from the proposed multi-task

model. Then the personality features are employed to modu-

late the aesthetics features, producing the optimal generic im-

age aesthetics scores. The experimental results on two public

databases show that the proposed method is superior to the

state-of-the-art approaches.

Index Terms— Image aesthetic assessment, personality

traits, multi-task deep learning, convolutional neural network

1. INTRODUCTION

Image aesthetic assessment (IAA) aims at measuring people’s

aesthetic perception of images through photographic rules [1].

The automatic assessing of image aesthetics has many ap-

plications, including photo recommendation [2], photo crop-

ping [3], image retrieval [4] and photo ranking [5]. Judging

image aesthetics needs high-level understanding of the photo-

graphic attributes, which is extremely challenging. In recent
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Fig. 1. Four example images associated with aesthetic scores

rated by five different users from AADB database. The aes-

thetic scores are rated from 1 to 5.

years, many data-driven approaches have been proposed for

IAA [5, 6, 7, 8], which attempt to learn the generic image

aesthetic quality rated by an “average” user. However, users’

aesthetic ratings on an image may vary significantly depend-

ing on their unique visual preferences [9]. For example, Fig-

ure 1 shows four images and the associated aesthetic scores

rated by five different users from the Abstract Aesthetics and

Attribute Database (AADB) [5]. The average (Avg.) and s-

tandard deviation (SD) of aesthetic scores are also shown. As

illustrated in Figure 1, the aesthetic scores of an image dif-

fer significantly among different users whether the image has

high or low average aesthetic score. This indicates that im-

age aesthetics is affected by not only image content but also

users’ visual preferences. Therefore, it is necessary to learn

the generic model for image aesthetics by taking users’ pref-

erences into account.
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(a) (b)

Fig. 2. Two example images liked by users with different per-

sonality traits from the PsychoFlickr database: (a) an image

liked by a user with high agreeableness; (b) an image liked by

a user with high neuroticism.

Studies have shown that users’ preferences on images are

mainly influenced by their personality traits [10, 11]. For ex-

ample, Figure 2 shows two images liked by users with dif-

ferent personality traits from the PsychoFlickr database [12].

As shown in Figure 2 (a), affable users tend to prefer image

with natural scenes (mountains and lakes, etc.). Figure 2 (b)

is an image liked by a user with high neuroticism, which man-

ifests that neurotic users usually prefer image with dark and

closed scenes. This indicates that the aesthetic preferences

on images are intimately related to users’ personality traits.

Thus, it is reasonable to assess the generic image aesthetics

by leveraging users’ personality traits for capturing aesthetic

differences on images.

In this paper, we address the problem of automatically as-

sessing generic image aesthetics with the help of personality

traits. An end-to-end personality driven multi-task learning

model is designed to learn both the image aesthetic quality

and the personality traits of users who like this image. In our

multi-task model, a common representation for the two tasks

can be learned in parallel with shared layers. Based on the

relationship between personality traits and image aesthetics,

we introduce an inter-task correlation learning for further im-

proving the performance of image aesthetic assessment. The

main contributions of our work are three-fold. (1) We pro-

pose a multi-task learning method for generic image aesthetic

assessment, which outperforms previous works on two pub-

lic aesthetic databases. (2) Our model can learn both generic

image aesthetics and the personality traits of users who like

this image simultaneously. (3) The proposed approach can

automatically learn the inter-relationship between personali-

ty traits and image aesthetics. It can learn the discriminative

representations of aesthetic discrepancy in modeling generic

image aesthetics by an inter-task correlation learning.

2. RELATED WORKS

Image Aesthetic Assessment. Earlier works on image aes-

thetic assessment have focused on mapping handcrafted fea-

tures to generic image aesthetic ratings [6, 7]. In [6], the low-

level and high-level visual features were combined to train

a SVM model for binary aesthetics classification. Tang et
al. [7] proposed to extract multiple regional features in d-

ifferent ways according to image content for modeling the

image aesthetics. In recent years, a large-scale Aesthetic-

s Visual Analysis (AVA) database [8], which contains more

than 250,000 labeled aesthetic images, was released. Be-

sides, with the powerful feature representation of deep Con-

volutional Neural Networks (CNNs) [13], many works have

been done to learn deep models for image aesthetic assess-

ment [4, 5, 14, 15]. To the authors’ best knowledge, the first

attempt to train a CNN model for assessing image aesthetics

was presented in [4], where an AlexNet-like framework was

adopted. Lu et al. [14] proposed a Deep Multi-patch Aggre-

gation (DMA) network for modeling the aesthetic quality by

using multiple patches from an image. Wang et al. [15] devel-

oped a CNN-based method by incorporating seven scene cat-

egories for binary aesthetics classification. Instead of binary

classification, Kong et al. [5] proposed to learn a Siamese net-

work with adaptive image attribute and content information

for image aesthetic regression and ranking. While these ap-

proaches have achieved notable success, the subjective factors

of users in modeling image aesthetics are largely neglected.

Personality Computing. Personality computing aims at

capturing users’ stable preferences by exploring their observ-

able behavioral cues [16]. With the prevalence of mobile

internet, more and more images are uploaded in social net-

works, which greatly promotes social media-based person-

ality computing [17]. In [12], 60,000 liked images of 300

Flickr individual users (200 images per user) were collected

in the PsychoFlickr database. The Big-Five (BF) personality

traits of each user are calculated by BIF-10 [18] question-

naire. In [10], Zhu et al. proposed a personality computing

method based on image scene perception, which showed that

individual user’s preferences were affected by the statistics of

image scenes. In [11], the local preferences of individuals

on images were learned by a Weakly Supervised Dual Con-

volutional Network (WSDCN) for personality prediction. In

the WSDCN model, user-level personality traits were used as

the image-level personality labels for training. Therefore, the

image-level personality traits can reflect user’s aesthetic pref-

erences on the image.

Multi-task Learning. Multi-task learning is an effective

approach for improving the generalization performance by

learning multiple related tasks with shared information simul-

taneously [19]. With the development of deep neural network,

several deep network-based multi-task learning methods have

been employed to address the problem of IAA. Kao et al. [20]

divided the images into three categories (i.e., scene, object,

texture), which were further used to train a classification mod-

el for image aesthetic assessment. In [21], Kao et al. found

that the images’ semantic content had an impact on people’s

aesthetic ratings, and proposed learning image aesthetics by

incorporating the semantic information. The multi-task learn-

ing has shown to be an effective strategy to capture common
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Fig. 3. The architecture of the proposed multi-task learning model for generic image aesthetic assessment.

features for related tasks simultaneously. Inspired by this, we

develop a multi-task deep network to learn the relationship

between image aesthetics and image personality attributes.

3. PROPOSED APPROACH

In this section, we propose to evaluate the generic image aes-

thetics with the help of personality traits. The architecture of

the proposed approach is shown in Figure 3. Firstly, we de-

sign a multi-task learning network to predict both image aes-

thetic scores and BF personality traits simultaneously. In or-

der to capture the common information for aesthetic task and

personality task, the multi-task network with shared layers is

then alternately trained based on two domain data (aesthetics

and personality). Finally, the inter-task correlation learning

is introduced for predicting the final generic aesthetic scores.

The remainder of this section discusses the proposed multi-

task learning network in detail.

Aesthetic Task Network. The DenseNet [22] is used as

the basic model of our multi-task network, where the main

task is generic aesthetic prediction and the auxiliary task is

personality prediction. Since image aesthetic prediction is a

regression problem, we replace the last output layer with t-

wo Fully Connected (FC) layers, which contain 1,024 nodes

and 512 nodes, respectively. Following the last FC layer, a

Sigmoid operator is used to generate the estimated aesthetic

score ŝai , which is defined as

ŝai =
1

1 + e−WT
a da

, (1)

where Wa denotes the weight of estimated aesthetic score ŝai
from the last FC layer da. We employ the Euclidean loss to

learn the generic aesthetic task, and it is formulated as

La =
1

Na

Na∑

i=1

‖ŝai − sai ‖22, (2)

where Na is the number of images for training and sai is the

average aesthetic score rated by multiple users for the i-th
image.

Personality Task Network. As mentioned above, the

auxiliary task is to predict the personality attributes associat-

ed with an image, indicating the five personality traits of users

who like this image. In order to learn the common features

for both image aesthetics and personality traits, we introduce

a personality task in parallel with the aesthetic task by using

a shared representation. The personality network utilizes an-

other two FC layers for predicting the BF personality scores.

Following the last FC layer, a Tanh operator is used to pro-

duce five personality scores ŝpi = {ŝpi,j}5j=1, which is defined

as

ŝpi =
eW

T
p dp − e−WT

p dp

eW
T
p dp + e−WT

p dp
, (3)

where Wp indicates the weight of predicted five personality

scores ŝpi from the last FC layer dp. We adopt the Euclidean

loss to optimize the personality prediction task, and it is for-

mulated as

Lp =
1

Np

Np∑

i=1

5∑

j=1

‖ŝpi,j − spi,j‖22, (4)

where Np is the number of images for training and {spi,j}5j=1

are the predicted five personality scores of the i-th image.

Inter-task Correlation Learning. In order to learn the

relationship between the personality task and the aesthetic

task, we introduce an inter-task correlation learning to explore

the contribution of each personality trait in modeling generic

image aesthetics. For the i-th image, the final aesthetic score

ŝi can be calculated by

ŝi = ŝai +
5∑

j=1

wj ŝ
p
i,j , (5)

where {wj}5j=1 are the weights of five personality scores, ŝai
and {ŝpi,j}5j=1 indicate the predicted score from aesthetic task
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and BF traits from personality task, respectively. Then, the

Euclidean loss is employed to optimize the inter-task correla-

tion learning model, and it is defined as

L =
1

N

N∑

i=1

‖ŝi − si‖22, (6)

where N is the number of images for training and si is the

average aesthetic score for the i-th image.

In the training process, the actual aesthetic scores and per-

sonality scores are normalized in the range [0, 1] and [−1, 1],
respectively. We leverage two domain data to alternately learn

both aesthetic task and personality task by optimizing loss

functions (La or Lp). Then, we fix all the earlier layers of the

two tasks, and fine-tune the inter-task correlation model with

aesthetic domain data to predict the final generic aesthetic s-

core by optimizing the loss function L. Finally, the generic

image aesthetic quality can be predicted by our end-to-end

multi-task model.

4. EXPERIMENTS

4.1. Experimental Setting

Implementation Details. The shared layers of the aesthetic

task and personality task are from DenseNet121 [22], which

is pre-trained on ImageNet [13]. We re-size the input images

to 256×256 and randomly crop into 224×224 to feed into the

network. In the aesthetic task and personality task, the initial

learning rates of shared layers and prediction layers are set to

0.00001 and 0.0001, respectively. In the inter-task correlation

network, the initial learning rate is 0.0001. The learning rate

drops to a factor of 0.9 every epoch. The remaining hyper-

parameters are set as follows: weight decay of 1e − 5, mo-

mentum of 0.9, and total epoch of 20. We use Pytorch [23] to

implement the proposed method.

Aesthetic Databases. We evaluate the performance of

our approach on two public image aesthetic databases, includ-

ing AVA [8] and AADB [5]. AVA database contains more

than 250,000 images, each of which is rated by about 200

individual users. The aesthetic scores range from 1 to 10.

Similar to [8, 14], 230,000 images are selected for aesthet-

ic model training and the remaining 20,000 images are used

for testing. AADB database contains around 10,000 images,

each of which is labeled with aesthetic score and ten aesthetic

attributes by five workers. The aesthetic scores are rated from

1 to 5. Similar to [5], the database is split into three subsets,

including 8,500 training images, 500 validation images, and

1000 testing images. In the training process, the average aes-

thetic scores are used as the supervision of images to learn the

generic aesthetic model.

Personality Database. We leverage the PsychoFlickr

database [12], which contains users liked images and their

associated BF personality traits, to learn the personality at-

tributes of images. In the PsychoFlickr database, 60,000

Table 1. Performance comparison of different methods on

AVA database.

Methods ACC(%)

AVA handcrafted features [8] 68.0

RAPID [4] 75.4

DMA [14] 75.4

Kao et al. [20] 76.2

Wang et al. [15] 76.9

Kong et al. [5] 77.3

Kao et al. [21] 79.1

Proposed (only aesthetic task) 76.1

Proposed 81.5

liked images of 300 Flickr individual users (200 images per

user) are collected. Each individual’s BF personality traits,

Openness (O), Conscientiousness (C), Extroversion (E), A-

greeableness (A), and Neuroticism (N), are collected by BIF-

10 [18] questionnaire. All liked images with the personality

traits of users who like these images are used to learn the task

for personality prediction.

4.2. Performance Evaluation on AVA Database

Baseline Methods and Performance Criteria. To validate

the performance of our method for generic image aesthetic

assessment, we conduct comparative experiments with seven

state-of-the-art methods [4, 5, 8, 15, 14, 20, 21]. For fair com-

parison with the existing classification results reported on the

AVA database, we simply threshold the final estimated scores

ŝi to produce a binary classification. The threshold of low and

high aesthetic scores is set to 0.5. For classification, the over-

all accuracy (ACC) is the most popular metric to evaluate the

classification performance of algorithms. Higher ACC value

represents better performance.

Table 1 summarizes the performance of different methods

on AVA database. From this table, it can be observed that the

proposed method outperforms the other seven methods. Fur-

thermore, when only aesthetic task is used for modeling im-

age aesthetics, our method can also achieve competitive per-

formance compared with the state-of-the-arts. After incorpo-

rating the personality task, the overall accuracy of our method

increases by 5.4% (from 76.1% to 81.5%). This demonstrates

the effectiveness of our approach for assessing the generic

aesthetic quality of images by taking advantage of personality

traits. Apart from directly learning an independent aesthetic

task, our multi-task learning approach can leverage inherent

information from two domain data (aesthetics and personal-

ity) to improve the performance for generic image aesthetic

assessment.
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4.3. Performance Evaluation on AADB Database

Baseline Methods and Performance Criteria. Instead of

formulating image aesthetics as a binary classification issue

in [4, 5, 8, 15, 14, 20, 21], our method predicts the generic im-

age aesthetic score based on regression. For comparison with

the only existing regression methods reported on the AAD-

B database [5], we further conduct comparative experiments

to validate the performance of our method with the state-

of-the-art approaches, including the alone regression model

(Reg), regression ranking model (Reg+Rank) and attribute-

adaptive with content-adaptive model (Reg+Rank+Att+Cont)

in [5]. Spearman rank order correlation coefficient (SROCC)

is used to evaluate the prediction monotonicity. Pearson linear

correlation coefficient (PLCC) and root mean squared error

(RMSE) are used to evaluate the prediction accuracy. Higher

value represents better performance for SROCC and PLCC,

while lower value indicates better performance for RMSE.

In Table 2, we list comparative performance of several ap-

proaches on AADB database. We can find that the proposed

method only with aesthetic task has a better performance than

Reg [5]. This indicates that our basic model DenseNet [22]

is more effective than AlexNet [13] used in [5] for learning

the visual aesthetic representation. Our multi-task model can

achieve higher SROCC values, higher PLCC values and lower

RMSE values than Reg+Rank+Att+Cont [5], which takes ad-

vantage of the annotated aesthetic attributes and contents for

visual aesthetic assessment. This demonstrates that the per-

sonality task in our multi-task model can provide very helpful

information in modeling the generic image aesthetics.

Table 2. Performance comparison of different methods on

AADB database.

Methods SROCC PLCC RMSE

Reg [5] 0.624 0.618 0.029

Reg+Rank [5] 0.652 0.657 0.024

Reg+Rank+Att+Cont [5] 0.678 0.684 0.019

Proposed (only aesthetic task) 0.637 0.668 0.022

Proposed 0.680 0.702 0.016

Personality = (-0.01, 0.0 , , 0.17, -0.13)
 = 0.92;  Predicted = 0.73

(a)

Personality = (0.14, 0.02, -0.12, -0.09, 0.21)
 = 0.48;  Predicted = 0.41

(b)

Fig. 5. Two test images in AADB database: (a) an image with

high avergae aesthetic score; (b) an image with low avergae

aesthetic score. The order of personality is (O, C, E, A, N),

indicating the traits of users who like this image. The aesthet-

ic scores range from 0 to 1 and the personality scores range

from -1 to 1.

4.4. Discussion

To investigate how personality traits influence humans’ aes-

thetic preferences on images, the coefficients of the five per-

sonality traits ({wj}5j=1) learned by the inter-task model on

AADB database are shown in Figure 4. The coefficient indi-

cates the correlation between personality traits and image aes-

thetics. The personality traits “Conscientiousness”, “Extro-

version” and “Agreeableness” have positive correlation with

image aesthetics, which indicates that if an image is most-

ly liked by people with these three personality traits, its aes-

thetic score tends to be rated high, especially for “Agreeable-

ness”. By contrast, The personality traits “Openness” and

“Neuroticism” have negative correlation with image aesthet-

ics, which indicates that if an image is mostly liked by people

with these two personality traits, its aesthetic score tends to

be rated low, particularly for “Neuroticism”. Figure 5 shows

two test images with the predicted personality and aesthetic

score in AADB database. As shown in Figure 5(a), the image

with high aesthetics is liked by users with high “Agreeable-

ness” and “Conscientiousness”. The image with low aesthet-

ics is shown Figure 5(b), which is liked by users with high

“Openness” and “Neuroticism”. It also verifies that the per-

sonality attributes of images can capture aesthetic differences

in learning the generic aesthetic model. In addition, the pre-

dicted aesthetic scores of our multi-task model have a high

consistency with the average aesthetic scores.

5. CONCLUSIONS

In this paper, we have proposed an end-to-end personality

driven multi-task deep learning model for generic image aes-

thetic assessment. A multi-task CNN model is developed

to address aesthetic task and personality task simultaneous-

ly. Based on the relationship between personality traits and

image aesthetics, an inter-task correlation learning is intro-

duced to our multi-task model for image aesthetic assessment.
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The personality traits have been shown effective in capturing

individuals’ aesthetic differences on images, which are dis-

criminative representations to optimize visual aesthetics mod-

el for the “average” user. Experimental results on two public

databases have demonstrated that our approach is superior to

the state-of-the-arts.
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