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Abstract
In social media, users usually unconsciously their preferences on images, which can be
considered as the personal cues for inferring their personality traits. Existing methods map
the holistic image features into personality traits. However, users’ attention on their liked
images is typically localized, which should be taken into account in modeling personality
traits. In this paper, we propose an end-to-end weakly supervised dual convolutional network
(WSDCN) for personality prediction, which consists of a classification network and a regres-
sion network. The classification network captures personality class-specific attentive image
regions while only requiring the image-level personality class labels. The regression network
is used for predicting personality traits. Firstly, the users’ Big-Five (BF) traits are converted
into ten personality class labels for their liked images. Secondly, the Multi-Personality Class
Activation Map (MPCAM) is generated based on the classification network and utilized as
the localized activation to produce local deep features, which are then combined with the
holistic deep features for the regression task. Finally, the user liked images and the associated
personality traits are used to train the end-to-end WSDCN model. The proposed method is
able to predict the BF personality traits simultaneously by training theWSDCN network only
once. Experimental results on the annotated PsychoFlickr database show that the proposed
method is superior to the state-of-the-art approaches.

Keywords Attentive image regions · Multi-personality class activation map · Personality
prediction · Weakly supervised dual convolutional network

1 Introduction

Personality trait is a psychological state capturing stable individual characteristics, which
can be explained and predicted by observable behavioral differences [1]. The automatic
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computing of personality traits has many applications, such as job performance and sales
ability evaluation [2], personalized recommendation [3], mental health evaluation [4], etc.
With the prevalence of social media, multimedia has become increasingly popular on online
photo-sharing platforms [5,6]. Multimedia data can be easily uploaded by users to the social
networks such as Facebook, Flickr, and WeChat, and these data have various modalities,
which contain rich semantic information [7–9]. Among these modalities, image is the most
common and can be perceived and understood at a high level through the affective semantics
[10]. There are two basic challenging tasks for visual sentiment analysis: image-centric
prediction and user-centric prediction [11–13].While image-centric prediction aims at image
affective classification according to users’ responses [14–17], user-centric prediction is to
infer users’ personalized emotions from some specific images [18–20]. With the demand
for personalized customization and assessment, the analysis of users’ personality traits is
becoming increasingly important.

Studies on personality psychology show that stable individual characteristics result in
stable behavior habits that people tend to express. That is, users externalize their personality
traits through any behavior that can be deemed to personality-related cues [21]. Therefore,
users’ personality traits can be predicted through these personality-related cues [22]. Though
there are various theories for personality analysis, the most widely used model is known
as Big-Five (BF) or Five-Factor Model (FFM) [23]. The five personality traits are Open-
ness (O), Conscientiousness (C), Extroversion (E), Agreeableness (A), and Neuroticism (N).
Assessing the personality of a user means to calculate the five scores corresponding to the
traits above. Even if there are several kinds of questionnaires designed for such a task, the
BFI-10 [24] is one of the most popular questionnaires. This is because that the BFI-10 can
be filled in less than one minute while still providing reliable results. However, the question-
naires cannot meet real-time requirement. In addition, users often avoid the truth when the
questionnaires have negative consequences for themselves. Hence, building computational
models for personality prediction is highly desired. There are two fundamental problems in
personality computing, namely Automatic Personality Recognition (APR) and Automatic
Personality Perception (APP) [21]. The APR and APP indicate the personality prediction
of self-assessed and attributed traits, respectively. The self-assessment traits, which can be
obtained from asking users to answer the questionnaires for themselves, may not be objective.
By contrast, the attributed traits are determined from the questionnaires that are filled by oth-
ers and the results are usually more objective. For instance, when users are asked the question
“I tend to be lazy” contained in the BFI-10 questionnaire [24], they often choose “disagree”
to show that they are diligent person. It has been demonstrated that others’ impressions are
as important as the actual personality in the social identity of a person [25]. In this paper, we
focus on modeling user’s attributed personality traits.

Most of theworks formodeling attributed personality traits take the approach of extracting
two main personality-relates cues: nonverbal behavioral cues and social media cues [21].
The former approach means that users’ attributed personality traits can be inferred from
automatically detected nonverbal behavioral cues, such as interpersonal distances [26] and
bodymovements [27]. The latter approach indicates that we can infer users’ personality traits
through the uploaded and tagged images or videos in social media [18–20,28,29]. Recently,
social media has become one of the most popular channels for people to communicate with
each other. There is a solid basis for research on personality computing in social media.
Personality traits have been considered as the social signals sent with the social media cues,
and personal inference is one of the meaningful challenges for social interaction among
people. Taking advantage of the liking mechanisms, users can express their preferences
on the online images, which can be used as their personality-relate cues. Thus, users convey
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(a) (b)

Five traits = (1.3, 2.3, 1.5, 2.1, -1.3) Five traits = (-0.5, -0.2, -1.9, -1.5, 2.1)

Fig. 1 Example images liked by two users from the PsychoFlickr database [18]: a a user with high conscien-
tiousness and high agreeableness; b a user with high neuroticism. The order of five traits is (O, C, E, A, N)
and the personality scores range from −4 to 4

their innate preferences through the personality-relate cues, whichmakes it possible to predict
users’ personality traits from the liked images in social media [30].

In the literature, a few works have been done to address the personality prediction based
on the liked images. As far as we known, the first attempt to predict users’ personality traits
from their liked images was presented in [18], where PsychoFlickr dataset was proposed
to investigate the relationship between the low-level image features (color, composition,
texture, etc.) and personality traits. The dataset contained 60,000 liked images of 300 Flickr
users (200 images per user). Furthermore, 12 independent assessors were hired to fill the
BFI-10 [24] questionnaire for collecting the attributed personality traits of the 300 users.
The questionnaire contained 10 items, every two of which were related to a trait, and each
item had five options from −2 (“Strongly disagree”) to 2 (“Strongly agree”). Therefore, 12
assessments available for each user were averaged to obtain the attributed traits, which ranged
from −4 to 4. For example, Fig. 1 shows example images liked by two users as well as the
corresponding personality traits from the PsychoFlickr database. Images liked by the user
with high conscientiousness (2.3) and high agreeableness (2.1) are shown in Fig. 1a. Figure
1b shows the liked images of the user with high neuroticism (2.1). Based on [18], Segalin
et al. [19] further investigated different methodologies based on LASSO Regression [31]
and presented a more extensive correlational analysis of features adopted. In [20], Guntuku
found that users’ personality traits were profoundly influenced by high-level image features
(objects, scenes, people, etc.). The experiments on PsychoFlickr dataset had demonstrated
that modeling users’ personality traits from high-level image features outperformed methods
employing low-level image features. Recently, Convolutional Neural Networks (CNNs) are
becoming more and more popular in personality analysis [29]. CNN is a more efficient
way for affective feature extraction. In [29], Segalin et al. adopted CNNs pre-trained for
image classification and fine-tuned them to divide users liked images into two classes of each
personality trait. Consequently, five binary classification models were trained for the liked
images classification instead of users’ personality prediction.

The aforementioned personality prediction methods have achieved notable success in
inferring personality traits based on the liked images. However, several issues remain in
addressing such a challenging task. First, most literatures on personality predictionmap hand-
crafted features (e.g. color, texture, composition, objects, and scenes) [18–20] into users’
personality traits. Nevertheless, hand-crafted features may not be sufficient for representing
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Fig. 2 Example images from the EmotionROI database [32]. The top row are four example images, and the
bottom row are corresponding attentive regions annotated by 15 users

the affective aspects of images, which are typically more abstract. Therefore, it is necessary
to employ a deep learning framework, which can extract more high-level semantic features
for personality prediction. Second, the existing methods leverage the holistic image features
for personality prediction, which has not dug deeply on users’ affective attention on images.
Third, the previous works can only predict a single personality trait by a trained model.
This means that at least five networks need to be trained separately for predicting the five
personality traits. Hence, it would be better a single trained network can predict the five
personality traits simultaneously in an end-to-end manner.

Local regional information has been shown useful for capturing users’ emotional atten-
tion in image affective analysis [32–34]. In [32], Peng et al. have shown that different image
regions contribute differently to the users’ evoked sentiment. The EmotionROI database,
which collected users’ attentive regions on images, was proposed in this work. In [33], You
et al. found that people tended to pay attention to the local visual regions instead of the entire
image because of their preferences. Yang et al. [34] proposed a method for image affective
classification using localized sentiment information, which was proven to be effective in
detecting emotion-related regions. Figure 2 shows some images and the corresponding atten-
tive regions annotated by 15 users from the EmotionROI database [32]. As can be seen, users’
affective attention on images is typically determined by local regions. Therefore, the attentive
image regions, which are effective in image-centric affective prediction, can be taken into
account for user-centric personality prediction. With the success of deep learning [35] and
transfer learning [36] on image classification, a weakly supervised CNN was developed to
discriminate the localization of objects [37]. Based on [37], several weakly supervised CNNs
were further proposed to learn multiple local regions specific to different class modalities
[38,39]. The weakly supervised CNNs for object detection aims to find salient map of objects
in images supervised by image-level labels instead of localization-level labels. Therefore,
the image-level personality class labels can be used to extract the attentive image regions of
different personality classes by the weakly supervised CNNs. Owing to the diversity of user’s
personality traits, we believe that the personality distribution labels may be more suitable for
generating attentive image regions of multiple personality classes.

Based on the finding that users’ affective attention on images is typically localized, we
propose an end-to-end personality prediction method based on weakly supervised dual con-
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Fig. 3 The framework of the proposed personality prediction method based on WSDCN

volutional network (WSDCN), which can leverage both the local and holistic representations
to predict five personality traits simultaneously by training the network only once. The exper-
iments on the PsychoFlickr database show that our approach outperforms the state-of-the-art
methods. TheWSDCNconsists of a classification sub-network and a regression sub-network.
The classification sub-network is designed to generate the attentive image regions related to
different personality classes. To address the lack of class labels, the user’s BF personality
traits [23] are first converted to image-level personality class labels, based on which the Class
Activation Map (CAM) [37] of each personality class is obtained by training a fully convo-
lutional network. Then, the Multi-Personality Class Activation Map (MPCAM) is generated
and utilized to highlight the attentive regions of different personality classes. The regression
sub-network uses the MPCAM as the localized activation of deep feature maps to obtain
local representation, which is then combined with the holistic representation to achieve the
BF personality scores.

The rest of the paper is organized as follows: Sect. 2 proposes a personality prediction
method from attentive regions of user liked images via weakly supervised dual convolu-
tional network. The details of our experiments, including the dataset and a complete set of
experimental results are presented in Sect. 3. Conclusions are drawn in Sect. 4.

2 Proposed Approach

In this paper, we propose a personality prediction method based on weakly supervised dual
convolutional network (WSDCN). The framework of the proposed approach is illustrated in
Fig. 3. The WSDCN is designed to learn an end-to-end model for predicting five personality
scores simultaneously, which consists of a classification network and a regression network.
As a personality-related cue, the liked images can be labeled with user’s personality traits
for training theWSDCNmodel. The classification network is designed to detect the attentive
image regions (i.e. MPCAM) of a set of user liked images. The regression network aims
at using the local and holistic deep features of all liked images for predicting user’s BF
personality traits.

The proposed method mainly consists of four parts. First, the image-level personality
class labels are obtained based on user’s BF personality scores (Sect. 2.1). Second, a set of
MPCAMs are generated from the user liked images, which are fed into classification network
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supervised by the personality class labels (Sect. 2.2). Third, we construct a regression network
to predict the user’s personality scores based on the fusion of holistic and localized feature
representations of the liked images (Sect. 2.3). Fourth, the end-to-end dual networks are
trained jointly using a set of user liked images associated with the personality class labels
and five personality scores (Sect. 2.4). The remainder of this section discusses these four
parts in detail.

2.1 Personality Class Labels

In the classification network, the image-level personality class labels are required. Hence,
the user’s BF personality scores for regression task need to be converted into the personality
class labels of their liked images for classification task. Each personality trait can be divided
into two classes according to the personality scores [29]. Hence, the BF personality traits
can be converted into ten classes, i.e., High Openness (HO), High Conscientiousness (HC),
High Extroversion (HE), High Agreeableness (HA), High Neuroticism (HN), LowOpenness
(LO), Low Conscientiousness (LC), Low Extroversion (LE), Low Agreeableness (LA), and
Low Neuroticism (LN).

Let {Xi ,Y r
i }Ni=1 denote the N training users, where Xi = {xi, j }Mj=1 indicate a set of

M images liked by i th user, and Y r
i = { yri, j }Mj=1 are the corresponding five normalized

personality scores. Suppose Y c
i = { yci, j }Mj=1 denote ten converted labels of i th user, then the

ten personality classes yci, j = {yi, j,l}10l=1 of all the i th user liked images can be obtained

according to the original BF traits:

yci, j =
[
max

(
0,

(
yri, j − 0.5

))
;max

(
0,

(
0.5 − yri, j

))]
, (1)

where max(0, x) is the Relu operation, and the threshold of low and high normalized per-
sonality scores is 0.5. For the j th image liked by the i th training user, the ten personality
classes yci, j ∈ R

10 are obtained from the BF personality scores yri, j ∈ R
5, where c and r

denote classification and regression, respectively.
There are two strategies for label learning : dominant label learning and label distribution

learning. The dominant label learning strategy is widely used in early image affective clas-
sification tasks [14,15]. For an image liked by the i th user, the dominant personality class
label can be calculated by

ci, j = argmax yci, j . (2)

where argmax( f (x)) means to find the index x that leads to the maximum value of f (x),
and ci, j ∈ {1, 2, 3, . . . , 10} is the dominant personality class label of the j th image liked by
the i th user.

In [40–44], the label distribution learning strategy has been shown effective in reflecting
the affective content of images. Hence, the personality distributions {y(l)

i, j }10l=1 can be obtained
by

{y(l)
i, j }10l=1 = yi, j,l∑10

l ′=1
yi, j,l ′

, (3)

which is a normalization to make sure
∑10

l=1 y
(l)
i, j = 1.

Therefore, we can use both ci, j ∈ R
1 and {y(l)

i, j }10l=1 ∈ R
10 as the supervision labels of the

j th image liked by the i th user to learn the personality-specific activation maps, which can
capture the attentive image regions related to different personality classes.
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2.2 Classification Network

In this work, our model is built on the basic CNN models, which are pre-trained on the
ImageNet dataset [45]. We remove the fully-connected layers after the last convolutional
layer and add n kernels of size 3 × 3, stride 1, pad 1 to generate a new convolutional layer
Mc ∈ R

w×h×n for classification, wherew and h are the width and height of the convolutional
layer, respectively. Following Mc, the Global Average Pooling (GAP) operation and Global
Maximum Pooling (GMP) operation are employed to identify the localized and holistic part
for each featuremap in the same personality class.We use the coupledGAP vector da ∈ R

n×1

and GMP vector dm ∈ R
n×1 as the fully-connected layer with a softmax operator to predict

the ten-class personality probabilities {p(l)
i, j }10l=1, which are defined as

{p(l)
i, j }10l=1 = ew

T
l da,m

∑10
c′=1

e
wT
c
′ da,m

, (4)

where {wl}10l=1 ∈ R
2n×10 are the weights of ten personality classes from the coupled feature

vector da,m = [da; dm].
For the dominant personality class label ci, j , the classification network is trained using

the following loss function:

Lc = − 1

N

1

M

N∑
i=1

M∑
j=1

10∑
l=1

I[l = ci, j ] log p(l)
i, j , (5)

where I(x) is indicator function, and I(x) = 1 if the condition x is true, and 0 otherwise.
For the personality distributions {y(l)

i, j }10l=1, the classification network is trained using the
following loss function:

Lc = − 1

N

1

M

N∑
i=1

M∑
j=1

10∑
l=1

y(l)
i, j log p(l)

i, j . (6)

The Eqs. (5) and (6) are all cross entropy loss functions, which are calculated using the
dominant personality class label and the personality distributions, respectively. We choose
one of the loss functions to optimize the classification network and validate the performance
for personality prediction.

Motivated by the ability of deep features for discriminative localization [37], theMPCAM
can be obtained with supervision from different personality class labels. Therefore, we can
capture the attentive image regions preferred by users with different personality classes.
Different from [37], both GAP operation and GMP operation are adopted to capture the
localized and holistic weights of each feature map for a personality class. Figure 4 shows
an example of how to generate the class activation map. As illustrated in Fig. 4, a weighted
sum of GAP vector da and GMP vector dm is used to generate the predicted probability of
each personality class p(l)

i, j . Similarly, the CAM fl ∈ R
w×h of each personality class can be

obtained by computing the weighted sum of the feature maps of the last convolutional layer
Mc, which is formulated as

fl = 1

2

n∑
t=1

(wt
l + wn+t

l ) ft (x, y), l ∈ {1, 2, . . . , 10}, (7)
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Fig. 4 Generation of the class activation map. The CAM can highlight the attentive regions of different
personality classes

where ft (x, y) represents the t th feature map from Mc, and {wt
l }2nt=1 are the weights of each

personality class from the coupled feature vector da,m . Then, the MPCAM can be calculated
by

F =
10∑
l=1

p(l)
i, j fl , (8)

where {p(l)
i, j }10l=1 denote the prediction outputs of ten personality classes. The MPCAM

F ∈ R
w×h is a weighted linear sum of different attentive regions related to each personality

class.

2.3 Regression Network

The goal of the regression network is to learn the BF personality scores by integrating the
output MPCAM of the classification network. We also add n kernels of size 3 × 3, stride
1, pad 1 to generate a new convolutional layer Mr ∈ R

w×h×n , which can be regarded as
holistic representation. The F is utilized to produce the local representation by combining
with the convolutional features Mr . Thus, the local feature map S ∈ R

w×h×n can be obtained
by taking the element-wise (Hadamard) product of the MPCAM and holistic feature map,
which is defined as

S = Mr · F, (9)

where · represents the element-wisemultiplication. The local representation S and the holistic
representation Mr , which have been demonstrated to be more effective in image sentiment
classification [34], are jointly used for modeling the BF personality scores. Then, the joint
feature vector d = Pgav(Mr � S) can be calculated by the GAP operation of both holistic
feature maps and local feature maps, where the Pgav and � denote the GAP operation and
the concatenation of different feature maps, respectively.
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For the image liked by the i th user, the joint feature vector d ∈ R
2n×1 is considered as the

full-connected layer with a sigmoid operator to produce the predicted five personality scores
sri, j = {si, j,k}5k=1, which is calculated by

sri, j = 1

1 + e−WT
r d

, (10)

where Wr ∈ R
2n×5 denotes the weight of predicted BF personality scores from the joint

feature vector d. The learning objective is formulated as a regression problem, andwe employ
the Euclidean distance as the multi-personality regression loss function:

Lr = 1

N

1

M

N∑
i=1

M∑
j=1

5∑
k=1

‖si, j,k − yi, j,k‖22, (11)

where yri, j = {yi, j,k}5k=1 denote the actual five personality scores. In this regression network,
five personality scores can be predicted simultaneously by optimizing the multi-personality
regression loss function.

2.4 Training Process

We leverage the two loss functions jointly by end-to-end stochastic gradient descent (SGD)
optimization. Given the N training users {Xi ,Y r

i }Ni=1, we explicitly train the proposed dual
networks to optimize the joint loss function:

L = Lr + γ Lc, (12)

where γ is the hyper-parameter to balance two loss functions. In this case, the MPCAM
F can be captured during the training process. F is just the one-way activation from the
classification network to the regression network for producing local features. In regression
network, both the holistic and local features are employed tomodel the BF personality scores.

In the WSDCNmodel, users’ personality scores are deemed to be the supervision of their
liked images during training. Conversely, the liked images are users’ personal information
for inferring their personality scores. Therefore, users’ personality traits can be inferred from
the fusion of the predicted results of their liked images. To predict the BF personality traits
of a given user, all the liked images are fed into the trained WSDCN to calculate a set of
predicted BF personality scores {sri, j }Mj=1. Thus, the predicted BF personality scores S

r
i ∈ R

5

of i th user can be obtained by

Sri = 1

M

M∑
j=1

sri, j . (13)

In this way, the user’s BF personality scores can be predicted simultaneously via this end-
to-end WSDCN model.

3 Experiments

3.1 Database and Baseline Methods

We evaluate our method on the public PsychoFlickr database [18], which consists of 300
Flickr users and their 60,000 liked images (200 images per user). The users’ BF personality
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traits are Openness (O), Conscientiousness (C), Extraversion (E), Agreeableness (A) and
Neuroticism (N). The attributed personality scores of users are obtained by 12 independent
observers answering the BFI-10 questionnaire [24]. The questionnaire contains 10 items,
every two of which are related to a trait, and each item has five options. Therefore, the
attributed personality scores of users are in the range [− 4, 4]. In this work, we normalize the
attributed personality scores into the range [0, 1].

The purpose of this paper is to map user liked images into personality traits. As far as
we know, only two works have been proposed on personality prediction based on the liked
images, namely [19] and [20]. Therefore, we compare the proposed method with these two
state-of-the-arts on the PsychoFlickr database. In [19], a bag of the low-level image features
(color, composition, texture, etc.) are employed as the user’s personality-related cues, which
are used for personality prediction based on the LASSO regression [31]. Besides the low-
level image features, the high-level features of image contents (objects, scenes, people, etc.)
are more related to users’ personality traits. Based on this finding, a F2A+A2P (Features to
Answers + Answers to Personality) approach [20] is adopted to predict personality traits.

3.2 Implementation Details and Performance Criteria

We build the proposed method using three basic deep learning architectures: AlexNet [35],
VGGNet [46] with 16 layers and ResNet101 [47], which have been pre-trained on ImageNet
[45].We replace the fully connected layerwith classification and regression networks. Images
have been resized to 227× 227 (AlexNet) and 224× 224 (VGGNet and ResNet101) to feed
into the architecture of proposed network, and the number of convolutional kernels n is set to
512. The network parameters are set as follows: weight decay of 0.0001, momentum of 0.9,
batch size of 50, initial learning rate of 0.005, drops to a factor of 0.98 every epoch, and total
epoch of 50. The 300 users are split into two groups, i.e., 90% users for model training and the
remaining 10% for test. Thus, ten-fold cross-validation is used to avoid bias, and the average
of 10 test results is reported. The proposed method is implemented using Tensorflow [48].

Similar to [19,20], Spearman Rank Order Correlation Coefficient (SROCC) and Root
Mean Square Error (RMSE) are employed to evaluate the prediction monotonicity and accu-
racy of the proposed method, respectively. In order to measure the dispersion degree of 10
test results, the Coefficient of Variation (CV), which indicates the percentage of standard
deviation and average value, is also reported. Higher value represents better performance for
SROCC, while lower value indicates better performance for RMSE and CV.

3.3 Evaluation on Personality Prediction

To evaluate the performance of the proposed personality prediction method, we compare our
method against the state-of-the-art methods [19,20] on the PsychoFlickr database. In this
experiment, {y(l)

i, j }10l=1 and ResNet101 are chosen as the classification labels and the basic
CNN, respectively. Table 1 summarizes the performance of three methods for personality
prediction and the best results for each personality are marked in bold font. The CVs and
CVr denote the dispersion degree of SROCC values and RMSE values, respectively. It can
be observed that the proposed method can achieve highest SROCC values and lowest RMSE
values, which indicates the prediction monotonicity and accuracy of our method are signif-
icantly better than the other two methods. In particular, even for the personality traits (e.g.,
openness, conscientiousness and agreeableness), which are relatively difficult to predict, the
SROCCvalues of the proposedmethod are higher than the other twomethods by at least 10%.
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Table 1 Comparison of prediction performance on PsychoFlickr database

Personality Metric SROCC CVs RMSE CVr

O Segalin [19] 0.3543 20.98% 0.5549 19.11%

Guntuku [20] 0.3984 21.76% 0.5386 18.67%

Proposed 0.5802 15.64% 0.3766 15.42%

C Segalin [19] 0.5348 17.21% 0.3901 21.45%

Guntuku [20] 0.5518 15.27% 0.3745 20.75%

Proposed 0.6451 14.12% 0.3465 16.84%

E Segalin [19] 0.6248 19.42% 0.7642 11.24%

Guntuku [20] 0.6785 14.58% 0.5864 14.89%

Proposed 0.7294 9.72% 0.4764 10.65%

A Segalin [19] 0.4763 18.84% 0.5264 20.21%

Guntuku [20] 0.5247 17.54% 0.4678 19.42%

Proposed 0.6582 10.85% 0.3743 16.85%

N Segalin [19] 0.6125 13.89% 0.4996 17.22%

Guntuku [20] 0.6357 11.37% 0.4876 16.96%

Proposed 0.7255 7.98% 0.3824 15.73%

This is mainly because of the effectiveness of our approach for capturing the personality-
related attentive image regions. In addition, the CV values of the proposed method are the
smallest for each trait, which indicates that the proposed method based on deep features can
achieve more stable performance than the other two methods based on hand-crafted features.

We now report the experimental results when two kinds of classification supervision
labels and three basic CNNs are adopted in the proposed method. Table 2 summarizes
the comparison results. For each personality, the best results are marked in bold font.
From the results, it is known that our WSDCN model using the personality distribu-
tions {y(l)

i, j }10l=1 can obtain better prediction performance than that using the dominant
personality class label ci, j , except for conscientiousness. This indicates that the label
distribution learning strategy is more effective than the dominant label learning strat-
egy. This confirms that the user’s personality traits are so diverse that the personality
distributions are more reasonable in representing these traits. We find that the proposed
WSDCN model can achieve slightly better prediction performance with the deeper net-
works. This benefits from the better capacity of deeper networks for extracting high-level
semantic features. To sum up, both the personality distributions and the deeper networks
have contributed to the prediction performance. Therefore, we select the personality dis-
tributions and ResNet101 as the classification labels and basic CNN in our approach,
respectively.

The effect of parameter γ in Eq. (12) is also evaluated, with results shown in Fig. 5. As
can be seen, when γ increases from 0.05 to 1, the SROCC values tend to reach the maximum
except for conscientiousness. Further increasing the γ leads the decreasing of the prediction
performance. Besides, the proposed method can achieve the relatively stable performance
when γ ranges from 0.05 to 20 for conscientiousness. This indicates that both the Lr and
the Lc play an important role in the proposed WSDCN model learning. That is to say, the
classification loss has a great effect on capturing the attentive regions of different personality
classes, and the regression loss is crucial for predicting the five personality scores. Therefore,
γ is set to 1 in our experiments for a trade-off between classification loss and regression loss.
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Table 2 Prediction performances of the proposed method using two classification supervision labels (i.e. ci, j

and {y(l)
i, j }10l=1) and three basic CNNs (i.e. AlexNet, VGGNet, and ResNet101) on PsychoFlickr database

Personality Label Network SROCC RMSE

ci, j {y(l)
i, j }10l=1 AlexNet VGGNet ResNet101

O � � 0.5445 0.4091

� � 0.5531 0.3966

� � 0.5576 0.3912

� � 0.5754 0.3814

� � 0.5799 0.3787

� � 0.5802 0.3766

C � � 0.6425 0.3489

� � 0.6524 0.3387

� � 0.6501 0.3401

� � 0.6374 0.3598

� � 0.6434 0.3511

� � 0.6451 0.3465

E � � 0.7067 0.5103

� � 0.7101 0.4998

� � 0.7121 0.4934

� � 0.7093 0.5044

� � 0.7265 0.4810

� � 0.7294 0.4764

A � � 0.6374 0.4022

� � 0.6410 0.3979

� � 0.6434 0.3934

� � 0.6498 0.3867

� � 0.6537 0.3801

� � 0.6582 0.3743

N � � 0.6984 0.4058

� � 0.7092 0.3987

� � 0.7123 0.3934

� � 0.7114 0.3965

� � 0.7221 0.3877

� � 0.7255 0.3824

In order to evaluate the relative contributions of local representation S and the holistic
representation Mr in the whole model, comparative experiments are conducted with three
settings (i.e. S, Mr , and Mr � S). The experimental results are summarized in Table 3, where
the best results for each personality are marked in bold font. We can find that jointly using
the local and holistic representation in our framework delivers better performance than using
each of them separately. The local representation has a better performance than the holistic
representation except for extraversion. This is mainly because that users’ preferences on
images are mainly influenced by the localized regions instead of the entire images, which
coincides with the results in [33,34].
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Fig. 5 The effect of parameter γ for personality prediction on PsychoFlickr database

Table 3 Prediction performance
comparison of three
representation (i.e. S, Mr , and
Mr � S) on PsychoFlickr
database

Personality S Mr SROCC RMSE

O � 0.5631 0.3845

� 0.5447 0.4084

� � 0.5802 0.3766

C � 0.6336 0.3610

� 0.6237 0.3675

� � 0.6451 0.3465

E � 0.7061 0.5112

� 0.7089 0.5053

� � 0.7294 0.4764

A � 0.6348 0.4053

� 0.6264 0.4123

� � 0.6582 0.3743

N � 0.7054 0.4012

� 0.6899 0.4171

� � 0.7255 0.3824

To qualitatively analyze the prediction performance of the proposed method and the state-
of-the-art methods, Fig. 6 shows example images liked by two users and the corresponding
ground truth and predicted personality scores. The blue bar is the ground truth scores, the
purple bar is the predicted scores of the proposed method, the green bar is the predicted
scores of Segalin’s [19] method, and the yellow bar is the predicted scores of Guntuku’s [20]
method. From the results, we can see that the proposed method more accurately predicts the
personality scores than the other two methods, which demonstrates the effectiveness of the
proposed method.
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Fig. 6 Example images liked by two users and the corresponding ground truth (‘GT’) and predicted personality
scores using three methods. Images are in the left column and the personality scores are in the right column,
respectively

3.4 Visualizing Analysis

As mentioned in Sect. 3.3, the local deep feature maps are effective in representing attentive
image regions of different personality classes. In order to explore the impact of two super-
vision labels (the dominant personality class label and the personality distributions) on the
attentive regions, we visualize the detectedMPCAMof an image liked by a test user in Fig. 7.
The normalized BF personality scores are O: 0.65, C: 0.675, E: 0.75, A: 0.6625, and N: 0.4.
The dominant personality class is high extroversion. As shown in Fig. 7b, we can observe
that the region around a boat can be detected. The boat in the lake, meaning play in outdoor
places, is associated with high extroversion. Besides the boat, the region of a tower is also
detected in the MPCAM, which is shown in Fig. 7c. The reason is that the attentive regions
relating to multiple personalities can be detected using the personality distributions, while
the MPCAM using the dominant personality class only focuses on the region relating to the
dominant personality. Thus, it is reasonable to adopt the personality distributions instead of
the dominant personality class label.

In order to investigate how image local regions attract people with different personality
traits, the corresponding CAM and predicted scores are shown in Fig. 8. The predicted scores
less than 0.01 are set to 0.01. The ground truth of converted personality distributions are HO:
0.1791, HC: 0.2089, HE: 0.2985, HA: 0.1940, HN: 0, LO: 0, LC: 0, LE: 0, LA: 0, and LN:
0.1195. As shown in Fig. 8, the predicted scores are consistent with the ground truth. We
can find that the predicted score of high extroversion is the highest, which indicates that
the CAM of high extroversion has the most contribution to the MPCAM. In addition to
high extroversion, the predicted scores of high openness, high conscientiousness, and high
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(a) (b) (c)

Fig. 7 An image liked by user with high extroversion and its MPCAM: a the liked image; b the MPCAM
using dominant personality class label; c the MPCAM using personality distributions

(a) Openness (b) Conscientiousness (c) Extroversion (e) Neuroticism(d) Agreeableness

0.13 0.27 0.28 0.21

0.06

0.01

0.01 0.01 0.01 0.01

Fig. 8 The personality class activation map of each traits. High personality traits are in the first row, and low
personality traits are in the second row: a Openness; b Conscientiousness; c Extraversion; d Agreeableness;
e Neuroticism

agreeableness are also higher than other personality classes. The region around the sky also
can be discriminated in the CAM of high openness, which is associated with users who
have creative thinking. The tower can be detected in the CAM of high conscientiousness
and high agreeableness. This indicates that the responsible and affable person tend to like
the building, which is associated with a house to live in. It is worth noting that the opposite
personality classes (e.g., high openness and low openness) also have the inverse CAM, which
is consistent with the fact that the preferences of user with the high or low personality trait
on image regions are opposite.

4 Conclusions

In this paper, we have proposed a method to predict the BF personality traits by using a
weakly supervised dual convolutional network (WSDCN), which jointly uses the local and
holistic representations from a set of user liked images. The CAM of each personality class
has been shown effective in capturing the attentive image regions liked by the users with
different personality classes. In addition, the proposed WSDCN model can predict the BF
personality traits simultaneously in an end-to-end manner. Experimental results on public
database have demonstrated that the performance of our approach outperforms the state-
of-the-art approaches. While the proposed method has achieved the best performance, the
prediction accuracy is still far from ideal (the highest SROCC value is 0.7294). We will try
to construct more efficient deep learning models to predict personality traits in future work.
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